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• Some more math refinements
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Exponential and natural logarithmic functions – basic relations
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Partial derivatives

Example 1
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The Consumer’s Budget Constraint

Budget Price of Cola Price of Pizza

1000 $2 $10

•QC = 500 – 5* QP

Your income doubles!

$2000

Quantity 

of Pizza
200

•QC = 1000 – 5 * QP

MRT= -10

Consumer’s

budget constraint



How to find the slope of the budget 

restriction in the product space

1. Write down the budget restriction as 
M=p1 * x1 + p2 * x2

2. Isolate x2

p2* x2=M- p1* x1

x2=(M-p1* x1)/p2

x2=M/p2 – (p1/p2) x1

3. Differentiate x2 to x1

dx2/dx1= -(p1/p2)
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• Consumer preferences: Chap 3
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• Consumer can rank bundles of goods, eg 

A and B

• Ranking done by a preference relation 

“>”

– A=B

• I like A and B equally much

– A ≥ B

• I prefer A to B (can include the case that A=B)

– A > B

• I strictly prefer A to B (thus excludes the case that 

A=B)



1. Complete

– A ≥ B or B ≥ A (or both: then A=B)

2. Reflexive

– A ≥ A

3. Transitive

– A ≥ B

– B ≥ C

– A ≥ C

Consumer preferences are:

Repeat 

100.000x

http://affiliater.hubpages.com/hub/from-chunk-to-hunk-how-

one-person-lost-four-hundred-pounds 



4. More is better: Monotonicity 

(more details to follow)

Consumer preferences are:
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of Pizza

Quantity

of Cola

0

Indifference 

curve

Increasing satisfaction

A

Decreasing satisfaction

Indifference curves



Quantity

of Garbage

Quantity

of Cola

0

of Pizza

Violates more-is-

better (non-

satiation) principle



Possible?

Quantity

of Pizza

Quantity

of Cola
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A

B

D

E

• C more than A
→C>A

• A=B

• B=C
→C=A

Not possible!
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Quantity

of Cola

0

A

B

A B

Willing to pay for more pizza (in cola) at:



Four Properties of Indifference Curves 

1. Higher indifference curves are preferred 

to lower ones.

2. Indifference curves are bowed inward

3. Indifference curves are downward 

sloping

4. Indifference curves do not cross



Chocolate bars

Coca cola





4. More is better: Monotonicity

3 variants:

1. Strong monotonicity 

•

2. Weak monotonicity

•

Consumer preferences are:

if and , thenx y x y x y 

if thenx y x y =
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Indifference curves
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?X Y Yes!

Y X
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Indifference curves

Weak Monotonicity: if thenx y x y =
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Y

X



Perfect Complements: are they strongly monotonic?

Strong Monotonicity: if and , thenx y x y x y 

?X Y No! No strong monotonicity here

Right Shoes0

Left

Shoes

I1

I2

7

7

5

5

9

Y X

Weak Monotonicity: if thenx y x y =

?X Y= Yes! Weak monotonicity here



• Are indifference curves that are weakly 

monotonic necessarily strongly 

monotonic?
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Indifference curves

Strong Monotonicity: if and , thenx y x y x y 

Weak Monotonicity: if thenx y x y =

Y

X



4. More is better: Monotonicity

3 variants:

1. Strong monotonicity 

•

2. Weak monotonicity

•

3. Local non-satiation

Consumer preferences are:

if and , thenx y x y x y 

if thenx y x y =

For any  and any , there is always
an  with -  such that 

0x
y x y y x









Y 

Quantity

of Pizza

Quantity

of Cola

0

Indifference curves

For any  and any , there is always
an  with -  such that 

0x
y x y y x









'Y X

Y X

We can always find some 
for any  and any !

Y X
x   0

YX



Quantity

of Pizza

Quantity

of Cola

0

Indifference curves

Not locally 

non-saturated

Increasing utility

For any  and any , there is always
an  with -  such that 

0x
y x y y x


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
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X

Y
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Quantity
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Does Edward care if he 

eats pizza or drinks 

cola?

Does Lindsay value 

pizza without cola?

Anna

Anna

Edward Lindsay



Dimes

(Or 2 RUB

Coins)

0

Nickels

(Or 1 RUB

Coins)

(a) Perfect Substitutes
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1

2
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(b) Perfect Complements
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Perfect ComplementsImperfect Substitutes
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Slope?
c
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=MRS (Marginal Rate of 

Substitution)
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
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
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



• CONVEX* preferences

– averages are preferred to extremes.







Define 

convexity



CONVEXITY

• V(y) is a convex set when:

– x’, x’’ ϵ V(y), then (tx’ + (1 - t)x’’) ϵ V(y) for all 0 

≤ t ≤ 1

• Generally, define xt = tx’ + (1 - t)x’’

– Then xt is the convex combination of x’ and x’’

• More on the convex combo
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Can we extend further past a’’?

' ( ) '' '1 1 1ta a a a=  + −  =

0t =

' ( ) '' ''0 1 0ta a a a=  + −  =

No, then t 

< 0!

Can we extend 

further past a’?

No, then t 

> 1!



CONVEXITY

• V(y) is a convex set when:

– x’, x’’ ϵ V(y), then xt ϵ V(y) for all 0 ≤ t ≤ 1



Convex Not convex





• Can you think of preferences that are not 

convex?

– preferences for ice cream and olives?

• strict convexity versus weak convexity





The marginal rate of substitution measures an interesting aspect of the 
consumer’s behavior. Suppose that the consumer has well-behaved 
preferences, that is, preferences that are monotonic and convex, and 
that he is currently consuming some bundle (x1,x2). 

We now will offer him a trade: he can exchange good 1 for 2, or good 2 
for 1, in any amount at a “rate of exchange” of E.

That is, if the consumer gives up Δx1 units of good 1, he can get EΔx1 
units of good 2 in exchange. Or, conversely, if he gives up Δx2 units of 
good 2, he can get Δx2/E units of good 1. Geometrically, we are 
offering the consumer an opportunity to move to any point along a line 
with slope -E that passes through (x1,x2), as depicted in Figure 3.12. 

Moving up and to the left from (x1,x2) involves exchanging good 1 for 
good 2, and moving down and to the right involves exchanging good 2 
for good 1. In either movement, the exchange rate is E. Since 
exchange always involves giving up one good in exchange for another, 
the exchange rate E corresponds to a slope of −E.



We can now ask what would the rate of exchange have to 
be in order for the consumer to want to stay put at (x1,x2)? 

To answer this question, we simply note that any time the 
exchange line crosses the indifference curve, there will be 
some points on that line that are preferred to (x1,x2)—that 
lie above the indifference curve. Thus, if there is to be no 
movement from (x1,x2), the exchange line must be tangent 
to the indifference curve. 

That is, the slope of the exchange line, −E, must be the 
slope of the indifference curve at (x1,x2). At any other rate 
of exchange, the exchange line would cut the indifference 
curve and thus allow the consumer to move to a more 
preferred point.







• Other way of looking at it (not looking at 

the slope)
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Consumer Choice

QC = 500 – 5* QP

Quantity 

of Pizza
200

Optimal consumer choice!

Slope of the IC = Slope of Budget restriction

MRS = MRT

MRS

MRT



We’ve already pointed out that the assumption of monotonicity implies 
that indifference curves must have a negative slope, so the MRS 
always involves reducing the consumption of one good in order to get 
more of another for monotonic preferences.

The case of convex indifference curves exhibits yet another kind of 
behavior for the MRS. For strictly convex indifference curves, the 
MRS—the slope of the indifference curve—decreases (in absolute 
value) as we increase x1.

Thus the indifference curves exhibit a diminishing marginal rate of 
substitution. This means that the amount of good 1 that the person is 
willing to give up for an additional amount of good 2 increases the 
amount of good 1 increases. 

Stated in this way, convexity of indifference curves seems very natural: 
it says that the more you have of one good, the more willing you are to 
give some of it up in exchange for the other good. (But remember the 
ice cream and olives example—for some pairs of goods this 
assumption might not hold!)



• Exercises
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